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Abstracl. A Monte-Carlo method has been developed for the study of electron
transport properties (drift velocity, average energy, electron ionization coefficient,
etc.) in GaAs for high fields {(100-600 kV cm — '}, using a five-valley conduction band
model. To the three valleys traditionally used (I'y, Ly, X5) two others have been
added (X;, I';) that belong to conduction subbands above the first one. The mode!

is shown to be also valid for the study of transport when a low electric field is
applied (0-100 kV cm ™). The results highlight the importance of the X, valley of
the second conduction subband in high field transport phenomena, and are

compared with different experimental values,

1. Introduction

The application of the Monte-Carlo method to the study
of GaAs transport properties has been considerabiy
improved since its introduction in 1966 [1], searching for
a model that could describe its characteristics within the
range of the electric field in which it is used. This interest
is due to the possibility of constructing GaAs electronic
devices that can operate at very high frequencies.

The working of many of these GaAs electronic de-
vices is based on high-energy (hot} electrons. Impact
ionization is a basic mechanism in the operation of
certain devices, such as photodetectors and Impatt
diodes. The models should also characterize these phe-
nomena.

It is thus necessary to establish models which can
describe GaAs transport properties from low to very high
(500-600 kV cm™!) electric fields. The Monte-Carlo
method is valid for simulating the GaAs response in this
wide range of electric field variation. If this method is
employed not only to study the GaAs transport proper-
ties but also for the simulation of devices built with this
semiconductor, the models used should reach a compro-
mise between simplicity (in order to decrease calculation
time as much as possible) and the validity of their results,

When Aspnes [2] stated the correct ordering of the
vaileys in the first GaAs conduction subband, different
research groups began to carry out Monte-Carlo simula-
tions with this ordering to study electron transport
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phenomena. Until that time a conduction band of only
two valleys had been used.

Several authors [3-5] carried out simulations for low
fields (lower than 100kVcm™!) using an analytical
model for the conduction band formed by three spherical
non-parabolic valleys. They achieved a good fit with the
experimental results. Some of the parameters used in the
simulations were initially taken as adjustable, with the
aim of reaching an agreement with the experimental
results for drift velocity.

Pearsall et al [6] found experimentally that the elec-
tron ionization coefficient depends on the electric field
orientation, and thus on the band structure. This depen-
dence led several authors [7-10] to search for more
sophisticated models for the conduction band, that
would take into account the existing anisotropics, These
authors used a band structure calculated by the pseudo-
potential method for the analysis of the GaAs transport
processes at high fields. They adopted the equation
obtained by Keldysh [11] for the ionization probability,
with different values of threshold energy. Their results are
consistent with the experimental ones, except for the
anisotropy found by Pearsall et al (6] for the ionization
coefficient.

The study of the ionization threshold energy depen-
dence on the wavevector direction of the ionizing elec-
tron is also important in high field transport phenomena.
Several authors have developed studies directed towards
the determination of this threshold energy [13-15] using



as a basis the graphic method developed by Anderson
and Crowell [ 12], which requires a detailed knowledge of
band structure. Beattie et al [14], using bands calculated
by the k - p method, and Sano et af [15], with bands
caleulated by pseude-potential methods, were able to
determine threshold energy surfaces in the wavevector
space. In both cases they found that the threshold energy
surface for GaAs do not vary too much with the wavevec-
tor orientation.

The present paper describes a Monte-Carlo method
for the study of transport phenomena in GaAs. Although
it was primarily developed to study processes at high
fields, it provides good results for both low and high
fields. The main novelty introduced here is the inclusion
of two new upper valleys (X, and a fictitious valley we
call I';* that represents the influence of the T'; and T’y
valleys), which together with the three ones traditionally
used (T, Lg, X} constitute the conduction band.

The high energies reached by the carriers in the three
lower valleys when they are subjected to very high fields
(100-600 kV cm ') permit their promotion to higher
valleys beyond the first conduction subband. These val-
leys play a very important role in transport phenomena
at high fields, as will be seen in the case of the X, valley.

The present work aims to find a relatively simple
model to characterize the behaviour of GaAs subjected
to the action of high electric fields. This model has been
developed for its use in the simulation, with a multiparti-
cle Monte-Carle method, of elecironic devices made of
this material (Impatt diodes, photodetectors). Such sim-
plicity should result in a maximum saving of computa-
tion time. This is the main reason for adopting a simple
analytical equation for the valleys of the conduction
band: non-parabolic spherical valleys. The model does
not describe exactly the shape of the conduction band for
high energies, but the inclusion of the higher valleys (X,
I'Y) makes it possible to obtain results close to the
experimental ones. We also adopt a simple model for the
ionization processes, consistent with the isotropic char-
acter of the bands employed; in spite of its simplicity, it
fits the experimental results [16] fairly well.

We have obtained results for both low and high fields.
The former were compared with the experimental ones
for drift velocity obtained by several authors [17-20],
and were found to fit them. This fit was expected, since
the new valleys only have an effect when the carrier has
high energy.

In the case of high fieids, the results were also
compared with the available experimental data on both
velocity [20] and ionization coefficient [16], and were
found to fit them adequately.

The simulation was carried out at several different
temperatures: 160, 210, 250 and 300 K,

2. Model used

2.1. Meonte-Carlo method

The Monte-Carlo method used in the present study is
very similar to the one described by Jacoboni and
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Reggiani [21]. It is a three-dimensional simulation in
which we follow the trajectory of a single carrier which
moves in the wavevector space in a uniformly doped N-
type semiconductor, in this case GaAs, subject to the
action of a constant electric field. The material is assumed
to be infinite in the three dimensions of space, or at least
sufficiently large. Given that the process is homogeneous
and stationary, simulation of a single carrier is sufficient,
provided that the process consists of a large enough
number of scattering mechanisms to be able to obtain
results that can be extrapolated for all the carriers in the
semiconductor.

Under these conditions the movement of the electron
is a succession of scattering mechanisms and free flights
under the action of the electric field. During these free
flights the only effect of the environment on the carrier is
to give it an effective mass. The free flight time is
determined randomly according to the probability distri-
bution associated with all the possible scattering me-
chanisms. The type of interaction that ends a free flight is
also selected at random according to the probability of
each mechanism.

The scattering mechanisms taken into consideration
in our simulation are the following: intervalley, and non-
polar optical, both assumed as isotropic; polar optical,
acoustic, piezoelectric and interaction with ionized im-
purities, all of which are considered anisotropic. The
mechanisms with non-polar optical phonons have an
effect only in the valleys whose minimum is in the {111
direction, ie. the Ly valleys. The impurification of the
GaAs considered is low enough (103 cm ~?) for carrier-
carrier scattering to be negligible.

The expressions for the probability of the different
scattering mechanisms were calculated in accordance
with the analytical model adopted for the valleys, as
will be explained below. The state of the carrier after the
scattering mechanism and the mean values of the magni-
tudes required were determined as explained by Jacobini
and Reggiani [21] for homogeneous and stationary
cases.

2.2. Band structure and physical parameters

As mentioned in the introduction, the GaAs conduction
band is considered here to be formed of five valleys.
Three of them constitute the first conduction subband
(T's, Le. X), and are used traditionally. The other two
valleys that we have introduced in our simulation are the
X, valley and a vailey that we will term T'¥, which
represents the contribution of the I'; and I'y valleys.

All the valleys respond to the same analytical equa-
tion, corresponding to non-parabolic spherical valleys.
This equation is:

e(l + ) = h*k?/2m¥ (O

where # is the Planck constant divided by 2z, «; the
non-parabolicity coefficient of the i valley, m} the effec-
tive mass at the bottom of the i valley, ¢ the kinetic energy
of the electron, and k its wavevector.

The I'y, Lg and X, valleys have a limit to the energy
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that the electron can reach in them, which is not the case
for the X; and I'} valleys, in which the carrier can attain
any amount of energy. This e¢nergy limit is estab-
lished in the same way for the three valleys. From a first
encrgy value, only those scattering probabilities corre-
sponding to the intervalley mechanisms are different
from zero, which means that the carrier must leave those
valleys at the end of the free flight if it finishes the fight
with an energy above that first limit. The value of that
energy for the I'y, Ly and X¢ valleys is 2.0, 1.06 and
2.07 eV, respectively, measured from the bottom of the ',
valley. Moreover, a second energy value is established
(0.25 eV above the former in each valiey) so that no
carrier can finish a free flight with an energy above the
second limit. Should this occur, the free flight is rejected,
and a random number produced again in order to
determine its duration until the final energy of the flight
does not exceed this second limit. Furthermore, the
carrier is not allowed to descend from higher valleys to
one of these valleys when the final energy of the inter-
valley mechanism is above the first limit.

Figure 1(a} shows a real complete GaAs conduction
band structure (10, 22]. The limit values adopted for the
T's, Lg and X; valleys are seen to be similar to those
appearing in the figure. It can also be seen that the valleys
above the first conduction subband whose energy mini-
mum is lower are¢ X,, and I'; and I';. Moreover, very
high energy values can be reached in these valleys.

In our model, we have included the X, vailey, which
will be of great importance in high field transport phe-
nomena, and the I'] valley, with the aim of including the
effects of the I'; and I'y valleys. As stated above, both
valleys are considered to have no energy limit. Figure
1(b) shows a representation of the model adopted for the
band structure in our simulation.

Several Monte-Carlo simulations [3-5] have been
developed with models of three non-parabolic valleys
(T's5. Lg, X;). with no energy limit, in order to study low
field transport (up to 100 kV cm™ ') in GaAs. The results
obtained with these models were satisfactory, and fitted
the experimental results, The reason for introducing an
energy limit for these three valleys in our model is that for
high fields (above 70kVem™!) we detected, in our
simulations with three unlimited valleys, the presence of
carriers with energies above the real limits of these valleys
—energies at which they are no longer valid. This hap-
pens in spite of the fact that the carrier tends to rise to
higher valleys when its energy increases.

When transport phenomena at very high fields
(300-600 kV cm ™ ') are studied (including carrier multi-
plication by ionization), the carriers acquire more than
enough energy to rise to the X, valley of the second
conduction subband, and sometimes (for very high fields
above 400 kV em ™!} even sufficient to reach I'; and 'y
valleys. Moreover, when ionization models are estab-
lished with threshold energy above or around 2.0 eV (as
in our case), in three-valley models there exists the
possibility that the carrier, in order to ionize, should
reach energies at which those valleys are no longer valid.
Thus, for cxample, a carrier could never jonize in an L,
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Figure 1. Conduction band structure for GaAs. (a)
Complete [10, 22]. (b) Model used in the present simulation
(vertical lines correspond to the energy between the two
limits imposed in the T'g, Lg and X valleys).

valley, since there it cannot reach kinetic energies above
0.7-0.8 eV. A similar process occurs in the Xy valleys,
whose kinetic energy limits are around 1.5-1.7 eV. This
does not occur in X,, I"; and [Ty valleys, since their
kinetic energy limit is well above 2.0 eV.



Nevertheless, even though the carrier could reach
these kinetic energy values in the first conduction sub-
band, at such energics the probabilities of transition to
higher valleys of other subbands cannot be ignored, and
the carrier is likely to be in these higher valleys, as will be
seen in our results.

For these reasons we introduce the X, and I'¥ valleys,
which are implemented with no energy limit, and which
will play an important role in high field transport phe-
nomena.

The model adopted has considerable limitations. An
analytic model such as ours is fairly suitable for describ-
ing the bottom of the valleys, but when the energy in
them increases, anisotropy increases and a spherical
model such as the one proposed is not completely valid.
Computation by pseudopotential methods of the com-
plete band structure, as has already been done in models
with three valleys [7-10], would be more adequate. With
these computations, minima such as the one that appears
in the second conduction subband in direction A could
be considered.

However, upon introducing new valleys, the carriers
move to the upper ones before they reach the higher
energies in the lower ones, so that our band description
becomes more accurate. Another factor which supports
this statement is the fit obtained with the experimental
results.

Furthermore, it is our intention to establish a simple

Table 1. GaAs parameters used in the simulation.
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model which is able to describe the behaviour of GaAs
subjected to high electric fields, for its implementation in
a two-dimensional simulator of devices [23] which work
under these conditions (Impatt diodes, photodetec-
tors, ...), where a more complex model would mean an
excessive increase in computation time.

Table 1 shows the GaAs physical parameters used in
the simulation. Those of the three lower valleys are
similar to those generally calculated and accepted by
several authors [22, 24] and which have already been
used in previous simulations with three valieys [3-5].
The values of the intervalley coupling coefficients present
the greatest discrepancies. We have adopted those estab-
lished by Littlejohn et al [3], which provide a good fit to
the experimental results [17-19] for low fields.

We had greater problems in determining the para-
meters characteristic of the higher valleys because of the
scarcity of literature on this subject. The greatest difficul-
ties were found with the T'¥ valley, although because it
has little effect on the final results (as will be seen} the fact
that its parameters do not fit very well is not of great
importance. Wang et af [25] studied parameters charac-
teristic of the X, valiey. From their results we have taken
the values of the X, valley gap with respect to the bottom
of the I'; valley and its effective reduced mass. The gap of
the I'* valley with respect to the bottom of the ['g valley is
an intermediate value between the gaps of the I'; and I'y
valleys given in the bibliography [24]. Some parameters,

Density (10% kg m—3) 5.36
Sound velocity {103 ms— ") 524
Optical dielectric constant 10.92
Static dielectric constant 12.90
Piezoelactric constant {C m—?) 0.0565
lonized impurity concentration (10" em ~3) 1
Valley
Iy Ls Xe * r?
Effective mass (m*/m;) 0.063 0.222 0.58 0.25 0.35
Non-parabolicity (eV ~") 0.7 0.5 0.3 0.8 0.7
Energy separation (eV) 0.0 0.32 0.52 0.87 31
(relative to Iy valley)
Number of equivalent valleys 1 4 3 3 1
Acoustic deformation potential (eV) 7 9.2 Q7 9.7 7
Optical deformation potential (10" evm—1) — 3 —_— — —
Intervalley deformation potential {10'®eV m~'):
from I'y —_ 10 10 8 —
from Lg 10 10 5 10 —
from Xg 10 5 7 10 —
from X, 8 10 10 10 10
from I'¥ — — — 10 —
Polar optical phonon energy {eV) 0.03613 0.03613 0.03613 0.03613 0.03613
Non-polar optical phonon energy {eV) — 0.03430 - _ —
Intervalley phonon energy (eV):
from g — 0.0278 0.0299 0.0299 —_
from Lg 0.0278 0.0290 0.0293 0.0203 —
from Xg 0.0299 0.0293 0.0299 0.0299 —_
from X, 0.0299 0.0293 0.0299 0.0299 0.0299
from I'¥ — — — 0.0299 —
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especially the intervailley deformation potentials, were
determined to fit our results to the experimental
ones [16, 20].

2.3. Impact ionization model

The model that we have developed for the calculation of
the electron ionization coefficient is simple and requires
little computation time. We establish a threshold energy,
from which ionizations are produced, using a mixture of
hard and soft threshold.

At the end of the free flight, the scattering mechanism
taking place is chosen at random. If this scattering
mechanism is an interaction with the lattice, then the
ionization probability for the initial electron is:

W(e) = Ule — &) (2)

where g, is the threshold energy, & is the electron kinetic
energy, and U(x) is the unit step function: U(x) = 1 for
x 2 0and U(x) = O for x < 0. f another type of mechan-
ism (interaction with ionized impurities) takes place, the
ionization probability is null,

Our threshold energy is clearly hard according to
equation (2). However, it also has a soft character since
the carrier does not ionize exactly when it reaches the
threshold energy, but rather does so with the final energy
of the free flight in which this threshold has been reached,
which could be above the threshoid energy.

When ionization occurs, the threshold energy is sub-
tracted from the energy of the ionizing carrier, with which
conservation of energy is assured. The value adopted for
the threshoid is 2.2 eV, which will be justified below.
Given the GaAs band structure, in which no carrier in the
L and X, valleys can reach a critical kinetic energy
above 2.2 eV, all the ionizations must occur in the I'g, X,
and T'? valleys. They occur especially in X, as will be
seen.

The latest studies carried out by Beattie et al [14] and
Sano et al [15] investigate the anisotropy shown by the
threshold energy with the wavevector orientation, and
determine threshold energy surfaces in the wavevector
space. In both cases they find that for GaAs these
surfaces do not present strong variations. Beattic et al
[14] obtain threshold energy values for electrons con-
tained between 2.15 and 2.35eV. Sano et al [15], inte-
grating the ionization probability (depending on the
energy and the wavevector direction of the ionizing
electron) to the first four conduction subbands in GaAs,
obtain an ionization probability depending on the energy
as shown in figure 2. This figure also shows the probabi-
lity adopted by us. As can be seen, the values obtained by
Sano et al [15] give an ionization probability which is
close to a hard threshold such as ours. In the case of Si, a
hard threshold such as the one used by us would be
unacceptable, since the ionization probability increases
much more slowly.

For these reasons, together with the need to find a
simple model which requires little computation time, and
the good fit of the model to the experimental results, we
have adopted an isotropic hard threshold of 2.2eV.
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Figure 2. lonization probability as a function of initiating
electron energy: (—) obtained by Sano et al [15]; (—) our
model,

Moreover, given the isotropic character of the bands
used, it would not make much sense to establish an
anisotropic ionization model,

3. Results for low fields

In this section, some of the results obtained for low
electric fields (0-100 kV cm 1) are presented. These re-
sults show that our simulation, although developed for
the study of high field transport phenomena
(100-600kV cm ™ 1), also provides good results at low
fields. Only the values obtained in the {100) direction
are given, since they are the same as those obtained when
the field is applied in the {111} direction.

The values obtained for the average drift velocity are
shown in figure 3(a), together with various other experi-
mental results [17-207. The results obtained fit the exper-
imental ones well, with a slightly higher value for fields
between 10 and 100 kV cm ™!, values at which the carrier
reaches high energies in the valleys, and anisotropy
effects not considered in our isotropic model occur.
Figure 3(b) shows the variation of this characteristic with
temperature.

Figure 4 shows the results obtained for the average
kinetic energy of the carrier. Initially, it increases rapidly
with the electric field, due to the high presence of carriers
in the ' valley, whose effective mass is small. As the field
increases, the carriers pass to upper valleys with higher
mass, which, together with the rise in the number of
isotropic mechanisms produced, causes the increase in
energy with the field to be much smaller.

As can be seen, in all the results the two higher valleys
that we have introduced in the simulation have no effect,
since carriers are not present in them.

4. Results for high flelds

The effects that the X, and I'¥} valleys included in our
model have on transport processes at high fields can be
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Figure 3. Average drift velocity as a function of electric field between 0
and 100 kV cm ~'. (a) Comparison with experimental results: (- ) Ruch
and Kino [17]; ( + ) Braslau and Hauge [18}; (<) Riginos [19]; (A)
Windhorn et af [20], ((J) present results. {b) At several temperatures.

seen in figure 5(a). This figure shows the fraction of time
that the carrier remains in each valley. [t can be observed
that at 70-80kVcm~™! some carriers have already
reached enough energy to be in the X, valley, where the
presence of electrons begins to be appreciable. The
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o

o L 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 890 100
ELECTYRIC FIELD (kV/cm)

Figure 4. Average kinetic energy as a function of electric
field between 0 and 100 kV cm ~ .

population of this valley increases considerably for
higher fields, reaching 20% for field 300kV cm ™! and
increasing to 40 %, for 600 kV cm ™. This means that at
very high electric fields (300-600 kV cm™!) this valley
will have a great influence on transport phenomena,
together with the X, valley, which is even more popu-
lated than the X, although its occupation begins to
decrease from 300 kV cm ™.

Nevertheless, the influence of the I'} valley is minimal.
Figure 5(b), whose scale is different from figure 5(a),
shows the fraction of time that the carrier remains in this
valley. Until they have reached fields above
250 kV em 1, the electrons do not attain enough energy
to populate this valley. At 600 kV cm™!, the electron
remains in the I} valley only 0.016% of the total
simulation time.

Figures 6(a), (b) and {c) show the distribution func-
tions obtained for the different valleys for fields of
100, 300 and 500 kV cm ™!, respectively. In these figures
it can be seen that as the field increases the carriers move
to the higher valleys. Thus, the population of the X,
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Figure 5. {a) Fraction of time the electron remains in each
valley as a function of applied electric tield. (b) Fraction of
time the electron remains in the I'F valley as a function of
applied electric field.

valley steadily increases with the field, and the carriers
concentrate in the X, valley at higher energics. These
figures also show that it is practically only in the X,
valley where carriers are present with a kinetic energy
above 2.2 ¢V, the ionization threshold energy adopted.
The presence of carriers in the I'¥ valley is never enough
for its distribution function to be significant.

The following results only include those obtained for
fields applied in the {100) direction. Simulation was atso
developed for the {111} direction, but the results ob-
tained were identical to those for the previous direction,
as was to be expected given the isotropic character of the
band model adopted. The results obtained for both
directions are only given when there is a significant
difference between them.

Figure 7(a) shows the values obtained for drift velo-
city together with the experimental ones of Windhorn
et al [207]. It is observed that initially, for fields within the
range 100-300kV cm ™!, the velocity decreases slightly,
since, in spite of the increase in the electric field, in that
interval the carriers are still steadily increasing in popula-
tion in the X valley, which has an effective mass greater
than that of the lower ones. However, above
300 kV cm ™! the carriers begin to move to the X, valley
in a great, proportion, leaving the X, and Lg valleys
(Figure 5(a)). In the X, valley the effective mass is less
than in the X, valley. This fact, together with the increase
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in the electric field, causes the drift velocity to increase
with the field above 325kV em™!, where a minimum
appears. Thus, the X, valley plays an important role in
this evolution.

In respect to drift velocity, only the experimental
results of Windhorn et al [20] for the range
100-250kV cm ™' are available. Our results are slightly
higher than these, in the same proportion as they were for
low fields. This discrepancy, apart from being due to the
effects of anisotropy in the bands that we do not consider,
may also be due to the fact that the conditions of our
simulation are ideal (boundless sample without traps,
surface states, ... ).
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25-
()

s
E T
Q
-
2
> 15F
e
]
o
o
g
L : M
L M O =r
e 06-

o! 1 1 i 1 - 1 1 il — e L

100 150 200 250 300 350 400 450 500 550 BOO
ELECTRIG FIELD {k¥/cm)

I
I

£ 15 Lo WLLEY
£
o
-
e
.
(SR
5]
et
-
w
>
-
w
i
a
o_A . Bl .l I 1 L 1 Jemu 1 ——
W00 150 200 250 300 350 400 450 500 550 800
ELECTRIC FIELD {kV/cm)
14F
{c)
® q2t &
B |
"Q 3 )
N o
[ -1
H ot
8 I
w 08
>
=
& g4t
o
-]
6.2
F RN A Y JUS———

o - 1 ] I ol ol
00 150 200 250 300 350 400 450 580 550 600
ELECTRIC FIELD (kV/cm)

Figure 7. Average drift velocity as a function of electric
field between 100 and 600 kV em ~ . {a) Comparison with
experimental results: (A) Windhorn et a/ [20], ([]) present
results. (b) In each valley. (c} At several temperatures: ([X)
160 K, (A) 210 K, (©) 250 K, ([J) 300 K.

The average drift velocity in the three valleys that
have most influence at high fields (Lq, X4, X-)is shown in
Figure 7(b), where the velocity can be seen to increase
progressively in the X, valley, surpassing that of the X,
valley above 310kV em™'. This causes the aforemen-
tioned increase in velocity when the X, valley is popu-
lated enough.

Figure 7(c) shows the average drift velocity as a
function of field for various temperatures. It can be seen
that the minimum of these characteristics is more pro-
nounced and is produced for a lower value of applied
electric field as the temperature decreases. This is due to

Electron transport at very high electric fields in GaAs
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Figure 8. Mean free path time as a function of electric
field.

the fact that the lower the temperature, the less the
carriers interact with the lattice, undergoing longer free
flights in which they gain more energy. Thus, they gain
enough energy to move to the X, valley earlier, and
populate it in greater quantity than at higher tempera-
tures. These characteristics differ from the experimental
ones in similar proportion to that observed for 300 K.
The average free flight time as a function of electric
field (figure 8) shows a progressive decrease as the field
increases, which is less marked at higher fields. The free
flight time depends mainly on the total scattering proba-
bility, which for high fields is principally determined by
the intervalley mechanisms, whose probability reaches a
certain saturation at high energy, causing a drop in the
slope of the free flight time characteristic for the higher
fields. The introduction of the X, and T'¥ valleys in the
model has had scarcely any effect on this evolution.
The variations in drift velocity {figure 7(a)) and in free
flight time (figure 8) cause the free flight to begin by
decreasing, until it reaches a minimum value 0.42 x
1077 cm for 375kVem™?, and to increase for higher
fields due to the fact that the rise in drift velocity
compensates the slight decrease in the free flight time.
Figure 9 shows the variation of the average kinetic
energy with the electric field. Initially, it increases almost
lincarly with the field, to decrecase its slope for fields
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Figure 9. Average kinetic energy as a function of electric
field between 100 and 600kV cm~ 1.
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above 350kVcm™'. The inclusion of the X, valley
means that in the transitions to this valley the carriers
lose part of their kinetic energy in order to overcome the
intervalley gap. Hence, when the field is very high and the
carriers pass into the X, valley in large number, the
increase in kinetic energy is less marked, in spite of the
increase in the field and the stabilization of the free
flight’s duration. Also, the higher the field the greater the
number of isotropic mechanisms (especially intervailey
ones) produced, and these prevent the carrier from
gaining much energy.
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Figure 10. Electron impact ionization coefficient as a
function of inverse electric field. (a) Comparison with
experimenta! results: ($) Bulman et al [16]; ([0} present
results for electric field applied in the (100> direction; (/)
present results for electric field applied in the {111
direction {the shaded area represents the range of
experimental resulis). (b} At several temperatures {X)

160 K, (A) 210 K; {¢) 250 K, () 300 K.
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Figure 10(a) shows the electron ionization coefficient
together with the experimental results of Bulman
etal [16]. The shaded area corresponds to the range
established for this parameter by the different experimen-
tal values [6, 16, 26-29]. In this case, we show the resuits
obtained in our simulation for fields applied in the 100>
and <111} directions, since there is a slight difference
between them for low fields (200-250 kV cm™1). Due to
the small number of ionization processes that occur for
these field values (from 5 to 15 for ecach million of
scattering mechanisms), there is large statistical uncer-
tainty in these results. This uncertainty can only be
avoided by the use of a very long computation time, This
source of mathematical error may be the cause of the
discrepancy between our results and those of Bulman
etal [16] for this range, and also for the difference
between the values obtained for both directions. Hence,
we cannot affirm that our model produces an anisotropic
result (unexpected with the isotropic GaAs band struc-
ture adopted) for the electron ionization coefficient in
this range.

As can be scen, our resuits are within the range
established by the experimental ones, in the upper zone.
Moreover, the dependence on the electric field is very
similar to that obtained experimentally. Our results best
fit the experimental results of Bulman et af [16], calcu-
lated in the {100} direction.

The effect of the X, valley on these processes is great,
since, due to the GaAs band structure and the model
proposed for the jonization processes (with a threshold of
2.2 ¢V}, almost all the ionizations occur in this valley.
This is due to the fact that the carrier never reaches that
kinetic energy in the L and X vaileys, and rarely in the
I'; valley, since before attaining it, it rises to a higher one,
and in the '} valley it is very difficult for the carrier to
reach such high energy. In our simulations, an ionization
mechanism has only occurred sporadically in the T
valley, and so in the I'¥ valley for very high fields.

The electron ionization coefficient against tempera-
ture is shown in figure 10(b). All of these characteristics
are for a field applied in the {100} direction. As the
temperature decreases, the interaction of the carriers with
the lattice is smaller; the electron gains more energy in
the free flights, and more ionization mechanisms occur.
This is more marked for low fields in this range. When
the fields are higher a similar number of ionization
processes occurs for different temperatures in spite of the
greater or lesser effect of the interactions with the lattice,
due to the great magnitude of the field applied.

5. Concluslons

A simulation was carried out by means of the Monte-
Carlo method in order to study electron transport prop-
erties at very high fields in GaAs, using for the conduc-
tion band a model formed by five non-parabolic
spherical valleys. Three of these valleys form the first
conduction subband (T4, Lg, X,) and have a limit in its



energy. The other two form part of the upper bands
(X, T%*) and have no energy limit.

A simple model, consisting of an ionization probabi-
lity with isotropic hard threshold energy of 2.2 ¢V, was
implemented in order to determine the electron ioniza-
tion coefficient. This type of model is possible due to the
fact that the variation of the threshold energy with the
wavevector direction of the ionizing carrier in GaAs is
weak.

The validity of the model was also verified for iow
electric fields, and found to be in accordance with the
experimental results for drift velocity.

Different results were obtained for high electric fields.
The influence of the X, valley regarding transport phe-
nomena in this range was found to be great, whereas the
effect of the I'? valley was practically negligible. The X,
valley begins to be populated above 70-80 kV cm ™!, and
40, of the electrons occupy it when the field value is
600 kV cm~ . The different results show the great in-
fluence of this valley at very high fields. The results for
drift velocity are slightly higher than the experimental
ones available, due to the ideality of the model. The
results obtained for the electron ionization coefficient are
in accordance with the range of the experimental results,
with a dependence on the electric ficld that is very similar
to some of them.

Given the isotropic character of the model adopted

for the bands, in no case can we reliably show results’

which depend on the applied electric field orientation.
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