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Abstract
By means of three-dimensional self-consistent simulation, we investigate the time- and
frequency-dependent shot noise in multi-level quantum dot (QD)-based double-tunnel junction
by analyzing auto-correlation functions and distribution of waiting times between consecutive
tunnel events through a given barrier. We derive analytic expressions for correlation and waiting
time distributions (WTDs) in the case of a maximum of two electrons in the QD. We separate the
contributions of the different evolution paths of the number of electrons in the dot between two
consecutive current pulses, called ‘basic paths’. The close relation revealed between
probabilities, WTDs and correlation functions associated to basic paths allows a good
understanding of the specific dynamics in spectral densities. The analytic results show a perfect
agreement with those obtained from numerical Monte-Carlo simulation.
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1. Introduction

With the advent of solid-state mesoscopic and nanoscale
systems controlled by a small amount of electrons, shot noise
(SN), as a direct consequence of the discreteness of electronic
charge, has been intensively studied over the last decades,
providing complementary information about electronic
transport to that given by the conductance measurements [1–
6]. In the case of uncorrelated processes, the transport is
Poissonian. The spectral density ωS ( ) related to SN is then
often characterized at low frequency by its deviation to fully
Poissonian SN 〈 〉I2e , where 〈 〉I is the mean current, and the
Fano factor is defined as the ratio = 〈 〉F S I(0) 2e .

Single-electron devices, and in particular single-electron
transistors (SETs), are of great interest in nanotechnology. If
the ability of SET to provide a fine control of current due to
Coulomb blockade is known since the late 1980s [7–10], it is
only recently that experimental Silicon quantum dot (QD)-
based SETs, likely to be integrated in silicon electronics, have
shown good Coulomb-blockade oscillations at room tem-
perature [11–15]. In the meantime, detection of single-elec-
tron events in devices has been performed experimentally,

allowing measurements of SN and higher order correlation
functions, mostly using a quantum point contact [16–32].

Most of these studies have been interpreted in the fra-
mework of the full counting statistics tool, developed by
Levitov and Lesovik [33, 34], determining the probability
distributions of electrons transferred during long time, giving
access to all zero-frequency current-correlation functions.
This theory has been extended to Coulomb blockade regime
[35]. Previously, a formalism developed by Korotkov pro-
vided expressions for both static and frequency dependent SN
in single-electron devices, depending on the tunnel transfer
rates and the number of electrons in the QD [36]. Thanks to
those tools, we are able to understand the behavior of zero-
frequency SN, its suppression down to a sub-Poissonian Fano
factor F = 0.5 in a single-level QD where in and out tunnel
transfer rates are equal [37, 38], or its enhancement up to
super-Poissonian noise due to multi-levels in QDs [39], lifting
of spin degeneracy [40–42] or inelastic cotunneling
regime [43].

Although the calculation of finite frequency behavior of
SN has been demonstrated [30, 44, 45], an alternative method
has emerged recently, focusing on the time-domain. By
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studying the distribution of time-delay between two con-
secutive tunnel events, the electron waiting time distribution
(WTD) tool provides useful information about the short-time
physics in single-electron transport [46–56].

About a decade ago, a 3D simulator, called single-elec-
tron nanodevice simulation (SENS) was developed to study
single-electron devices with geometry and bias as input data
[57, 58]. It relies on a 3D solver of Poisson and Schrödinger
coupled equations, reaching wave-functions for each electron
in the dot, then allowing the calculation of tunnel transfer
rates depending on the number of electrons in the QD. Initi-
ally developed for the evaluation of I–V characteristics in
double-tunnel junctions (DTJs) [57], it has been extended to
double-dot structures by introducing phonon contribution [59]
and SETs by including the effect of a gate [60]. In a previous
article [61], we used Korotkov’s formula to calculate zero-
frequency SN in a Si-QD based DTJ, explaining sub and
super-Poissonian regimes through a comparison of tunnel
transfer rates. The simulator also stands on a Monte-Carlo
(MC) algorithm to follow the time-evolution of the number of
electrons in QDs, giving access to all the time-dependent
characteristics of the current, paving the way for the simula-
tion of complex structures for which an analytic formalism
could be difficult to find out.

In this paper, on the basis of tunneling rates calculated
using the code SENS, we investigate the frequency-dependent
SN in an Si-based DTJ within Korotkov formalism, limiting
ourselves to a 3-state case (0-1-2 electrons in the QD). As a
novelty here, we introduce the notion of basic paths, repre-
senting the different possible evolution paths of the number of
electrons in the QD between two consecutive tunnel events
through source oxide. The WTD, cross- and auto-correlations
related to each basic path are determined. The close link
between WTD and correlation functions, and the study of the
contribution of each basic path give a clear and intuitive
explanation of the overall frequency-dependent SN. A suc-
cessful comparison between analytic results and MC simu-
lations is also provided.

The paper is organized as follows. In section 2, the
models used in the code SENS and the formalism for fre-
quency-dependent correlations and WTD are briefly pre-
sented. The resulting zero-frequency and frequency-
dependent SN for different bias conditions and values of Fano
factor are analyzed in section 3 in terms of basic paths
and WTDs.

2. Model

2.1. The code SENS

The models used in the code SENS to simulate QD-based
single-electron structures have been widely described in the
case of simulation of DTJs [57, 58], double-dot structures
[59] and SETs [60]. Here, we summarize the main stages of
the calculation for an Si-QD based DTJ, as schematized on
figure 1.

The simulator relies on three stages. First, the 3D Pois-
son–Schrödinger coupled equations are self-consistently
solved to calculate the electronic structure in the QD,
depending on the bias voltage, within effective mass and
Hartree approximations, proven to be correct for Si-QDs of
radius greater than 1.5 nm [62, 63]. Thanks to the Hartree
method, the wave-function ψi and the energy level μi are
provided for each electron i in the dot.

Those wave functions are then used to calculate the
tunneling rates between the lead L and the dot d containing N
electrons from the Fermi golden rule (weak coupling limit) as
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where gN, lN, TL, μf T( , )L L L , and ρL are the number of
electrons on the energy level μL , the number of free states on
this level, the temperature of the lead, the Fermi function of
the lead and the density of states of the lead, respectively. The
tunneling matrix element M is given by the Bardeen
formula [58, 64].

Finally, the tunnel transfer rates are used to calculate the
electrical characteristics of the device. Two methods can be
used. First, from the master equation, we can deduce the static
probabilities of having N electrons in the dot =∞P N( )t , and
then the mean current is given by

∑ Γ Γ〈 〉 = −=∞ [ ]I P N N Ne ( ) ( ) ( ) . (2)
N

t Sd dS

The Fano factor, current auto-correlation function and
spectral density are obtained using Korotkov formalism
(equations (35), (18) and (28) in [36], respectively). The
method consists mainly in the determination of the auto-
correlation function by calculating the probability Pt t,1 2 to have
two tunnel events through a given junction (in this paper, the
source one) at times t1 and >t t2 1, i.e.
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where =N N t( )1 1 , =N N t( )2 2 (before the tunnel event) and
∣ ′τ=P N N( )t is the time-dependent probability of having N

electrons in the dot at τ=t if N′ electrons were present at
t = 0, and is determined from the master equation. The auto-
correlation function is then obtained by summing over all N1

and N2. The spectral density and Fano factor are deduced by a
Fourier transform of the auto-correlation function.

Figure 1. Schematic view of a double-tunnel junction.
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Equivalently, a MC algorithm with tunnel transfer rates
as input data allows us to follow the time evolution of the
number of electrons in the dot, and then calculate all corre-
lations and spectral densities.

This code is thus able to simulate and calculate static and
frequency-dependent electrical characteristics in any QD-
based single-electron device. However, if the behavior of
single-electron currents are now well understood [57, 60], the
physics of SN is more complex in multi-level QDs due to the
multiple correlations between levels. This work is dedicated
to the analysis of this physics.

2.2. 3-state case

In this study, we use the values of tunnel transfer rates
obtained from SENS, but for the sake of simplicity we restrict
ourselves to a 3-state case (only states with 0, 1 or 2 electrons
in the QD are possible), i.e. with Γ =(2) 0Sd . We have also set
the temperature to zero, so that Γ Γ= = 0dS Dd . Hence, only
four tunnel transfer rates need to be considered. In the rest of
the paper, the subscript in ΓSd and ΓdD will be changed to Γin

and Γout, respectively, as schematized on figure 1.
In a 2-state case, the only time evolution of the number of

electrons in the QD is 0–1-0-1-0-1-0-1...In the 3-state case,
two events are possible if one electron is in the dot, as
schematized on figure 2(a). Thus, an infinite number of time-
evolution sequences is possible, for example the one illu-
strated in figure 2(b). Each of these time-evolution sequences
are based on 4 basic paths describing the evolution of the
number of electrons in the QD between two source-to-dot
tunnel events. We call the basic paths (0)101 and (1)212 ‘pure
paths’ and the paths (1)2101 and (0)12 ‘transition paths’, as
they are making the transition between one pure path to an
other. The number in brackets refers to the number of elec-
trons in the dot before the first tunnel event. These four paths
are schematized in figure 2(c).

Indeed, if Γ Γ>(1) (1)in out , then the (1)212 path will be
the most probable to be followed when an electron has
crossed the source barrier. In the contrary case, the (0)101
will be more probable. The probability of basic paths Ppath

only depends on the ratio between Γ (1)in and Γ (1)out and

writes
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We can also define their characteristic times tpath as
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where Γ Γ= (0)0 in , Γ Γ Γ= +(1) (1)1 in out , Γ Γ= (2)2 out .
These characteristics times represent the mean duration

of each corresponding path between two consecutive pulses,
i.e. two tunneling events at the source barrier. To go further
into the study of time-dependent SN, we should consider the
WTD depending on the path followed between two pulses.
The WTD τ ( ) represents the density of probability that the
time between two consecutive events is τ [46, 47]. For a
Poisson process with a rate parameter λ, the WTD is

τ λ= λτ− ( ) e .
Considering that each tunnel process is Poissonian, we

can calculate the WTD for each path by integrating the
number of Poissonian tunnel events involved in a path (1 for
(0)12, 2 for (1)212 and (0)101 and 3 for (1)2101):
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The global WTD is then deduced from probabilities and
WTDs

∑τ τ= P( ) ( ). (15)tot path path

The spectral density of current, used to characterize SN,
is obtained through a Fourier transform of current auto-cor-
relation function. Each peak of current is due to either a

→0 1 or a →1 2 event, and the current is decomposed in two
contributions, I01 and I12. We define the auto- and cross-
correlation functions of those two events as

τ τ= − −−C I t I t I( ) ( ) ( ) , (16)01 01 01 01 01
2

τ τ= − −−C I t I t I( ) ( ) ( ) , (17)12 12 12 12 12
2

τ τ= − −−C I t I t I I( ) ( ) ( ) , (18)12 01 01 12 01 12

Figure 2. Schematic description of (a) all possible transitions in a 3-
state case, (b) a random time-evolution of the number of electrons in
the dot and (c) basic paths followed by the number of electrons in the
dot between two consecutive tunnel events though source oxide. The
numbers in circles are the number of electrons in the dot, in red after
a tunnel event through source oxide.
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τ τ= − −−C I t I t I I( ) ( ) ( ) . (19)01 12 12 01 01 12

Auto-correlations −C01 01 and −C12 12 are directly linked to
the paths (0)101 and (1)212, respectively, while the cross-
correlation −C01 12 between →0 1 and subsequent →1 2
pulses are linked to (0)12 path (and the opposite for −C12 01

and the (1)2101 path). Those correlations can be determined
numerically from MC simulations. Analytically, we follow
the method developed by Korotkov to derive the global auto-
correlation function in [36] to determine the auto- and cross-
correlations as
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Indeed the sum of those contributions τC ( )II leads to the
general auto-correlation function of Korotkov.

The time dependences of WTD and correlation function
are strongly related, because the time delay between two
consecutive tunnel events through the source barrier is also
the time lag on which these two events are correlated. Even
though the correlation functions take into account all previous
events, not only the one of the basic path considered in WTD,
we expect a rather similar behavior of WTD and correlation
function.

3. Results and discussion

The simulated DTJ consists in a 8 nm diameter Si QD,
embedded in an SiO2 matrix, forming tunnel barriers between
the dot and two metallic leads, as schematized on figure 1.
The tunnel barriers on source and drain sides are 1.2 nm and
1.8 nm thick, respectively. This asymmetry has been chosen
to observe both positive (PDC) and negative differential
conductance (NDC) regimes on distinct Coulomb stairs. The
strong influence of the bias voltage on the wave-function
localization towards the drain has been shown to be the cause
of NDC in DTJ [57].

3.1. Current and SN

The current and Fano factor are both plotted in figure 3(a), in
the normal case, i.e. without any limitation of the number of
electrons in the dot, and in the case where we restrict our-
selves to three possible states. The probabilities and char-
acteristic times of basic paths for the maximum and the
minimum of zero-frequency SN in the 3-state case are given
in table 1.

In the I–V characteristics of the normal case, we observe
two Coulomb stairs with PDC, and NDC in the following
steps. In the 3-state case, the second stair shows both regimes,
the NDC being a consequence of Γ Γ>out in, as seen on
figure 3(b). On the first two steps of the normal case, the Fano
factor remains sub-Poissonian, which is the typical behavior
of a 2-state case [38]. In the 3-state case, the minimum of sub-
Poissonian noise is F = 0.62 at V = 0.9 V. At this bias,
Γ Γ>(1) (1)in out , promoting the (1)212 basic path up to 70%,
as reported in table 1. If we were in a 2-state process (only 1
or 2 electrons in the dot), the Fano factor would be F = 0.6.
However, the transition paths (1)2101 and (0)12 occur at a
rate of 14%, with characteristic times twice longer and three
times shorter than the (1)212 basic path, respectively. Thus,
the (1)212 event that is ‘lost’ when a (1)2101 path occurs is
almost compensated by a fast (0)12 event to come back to the
pure sequence (1)212. As a consequence the SN value
increases only slightly compared to the 2-state case.

Super-Poissonian noise is reached on the third and fol-
lowing stairs in the normal case, due to the increasing number
of states, and thus of basic paths (8 and 13 in the 4 and 5-state
cases, respectively), and, though not shown here, to the

Figure 3. (a) Current and Fano factor in the normal case and the 3-
state case as a function of drain voltage. (b) Tunnel transfer rates
involved in the 3-state case as a function of drain voltage.

Table 1. Probabilities and characteristic times of basic paths for the
extreme values of the Fano factor in the 3-state case.

basic paths V = 0.9 V F = 0.62 V = 1.15 V F = 1.42

Ppath tpath Ppath tpath

(0)101 2% 10−7 s 36% × −6 10 7 s
(1)212 70% 10−7 s 16% 10−7 s
(0)12 14% × −3 10 8 s 24% × −6 10 8 s
(1)2101 14% × −2 10 7 s 24% × −6 10 7 s
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increase of probability of the transition paths. In the 3-state
case, super-Poissonian noise appears around Γ Γ=(1) (1)in out ,
even though the maximum of SN is reached for a slightly
higher bias, F = 1.42 at V = 1.15 V. The most probable basic
path is then (0)101, but only with a 36% rate, the rate of
transition paths being at 24%, and that of the pure path (1)212
at 16%. The (0)101 and (1)2101 paths are 6 times and 10
times longer than (1)212 and (0)12, respectively, inducing a
bunching phenomenon, and then a super-Poissonian noise.

3.2. Frequency-dependent SN

The current auto- and cross-correlations ((16)–(19)) as well as
WTDs ((11)–(15)) for three particular biases (minimum,
maximum and nearly Poissonian Fano factor =F 1.04) are
given in figures 4–6, respectively. For clarity reason, a
logarithm scale is used for time, hiding de facto the zero-time
values of auto-correlation functions. Those values are always
positive and correspond to the variance of current, associated
to the integral of the spectral densities which are shown in
figure 7.

The basic path (0)12 involves only one Poissonian event,
implying the maximum of WTD τ ( )(0)12 to be located at
zero. →0 1 pulses and their following →1 2 pulses are then
highly correlated for low time delays, and the cross-correla-
tions −C01 12 are always positive, before vanishing when the
correlations are lost, i.e. τ → ( ) 0(0)12 .

Conversely, we have = = (0) (0) 0(1)212 (0)101 as a
consequence of Coulomb blockade: one electron has to leave
the dot for another to cross the source barrier. Thus, it is

unlikely to have two consecutive →0 1 ( →1 2) pulses with
low delay time, and auto-correlations −C01 01 and −C12 12 are
negative. The same behavior is observed for cross-correla-
tions −C12 01 between →1 2 pulses and their following →0 1

Figure 4. (a) Auto- and cross-correlations and (b) waiting time
distributions corresponding to basic path and of the total current as a
function of time in the case of minimum of Fano factor (V = 0.9 V)
in the 3-state case. The lines correspond to analytic results, the
crosses are the results obtained using a Monte-Carlo algorithm.

Figure 5. (a) Auto- and cross-correlations and (b) waiting time
distributions corresponding to basic path and of the total current as a
function of time in the case of maximum of Fano factor ( =V 1.15 V)
in the 3-state case. The lines correspond to analytic results, the
crosses are the results obtained using a Monte-Carlo algorithm.

Figure 6. (a) Auto- and cross-correlations and (b) waiting time
distributions corresponding to basic path and of the total current as a
function of time in the case of Fano factor =F 1.04 ( =V 1.02 V) in
the 3-state case. The lines correspond to analytic results, the crosses
are the results obtained using a Monte-Carlo algorithm.
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pulses. Their absolute values at low time delays are linked
with the probability of current pulses.

In the case where the minimum of Fano factor =F 0.62
is found, plotted in figure 4, current pulses →1 2 provide
84% of the total current (70% + 14%, see table 1). This
reinforces the negative contribution of −C12 12, while −C01 01 is
close to zero, the value of −C12 01 being always located
between those two auto-correlations. As a consequence, the
global auto-correlation function CII is always negative before
tending to zero, typical of a sub-Poissonian Fano factor.

On the contrary, →0 1 pulses (52%) contribute slightly
more than the →1 2 ones (48%) at the maximum of Fano
factor shown in figure 5. The ‘weak’ negative contributions of
auto-correlations −C01 01 and −C12 12, as well as −C12 01, are not
sufficient to compensate the positive contribution of −C01 12,
and the global auto-correlation function CII is always positive,
sign of a super-Poissonian zero-frequency SN.

In all the cases, the correlations −C01 01, −C12 12 and −C12 01

increase in parallel with their corresponding WTD until their
maximum. This increase can lead the auto-correlations −C12 12

around the maximum of (1)212 to go from negative to
positive values, as seen on cases =F 1.15 and =F 1.04 in
figures 5 and 6, respectively: while Coulomb blockade pro-
vides a negative contribution for −C12 12 at low delay times,
the high probability to have two consecutive events during a
time around which the WTD is maximum leads to a positive
correlation for such values of the delay time. Remarkably, in
the case of a nearly Poissonian Fano factor shown in figure 6,
this behavior causes a global auto-correlation CII to also
switch from negative to positive values.

Finally, both WTDs and correlation functions vanish for
long times. However, we have to notice that at long times the
time-dependence of correlation functions and their corre-
sponding WTDs are slightly different, as the WTDs concern
only two consecutive pulses, while the correlations take into
account any tunnel event with another, not only the con-
secutive ones. Therefore the correlation functions tend to
disappear for longer times than WTDs. The path (1)2101 is
the slowest of basic paths since it involves three events, hence

the maximum of (1)2101 is located for higher time delays
than (1)212 and (0)101.

The spectral densities corresponding to the previously
discussed auto-correlation functions are plotted in figure 7.
The spectral densities are equal to the zero-frequency value at
low frequency before tending to the Poissonian value at high
frequencies. In the case V = 1.02 V (F = 1.04), studied in
figure 6, we can clearly distinguish two regimes depending on
the frequency, i.e. super-Poissonian at low frequencies, and
sub-Poissonian in the [106–107 Hz] range. This behavior is
the direct consequence of the time-dependence behavior of
the global auto-correlation function CII, explained previously:
negative for low delay times and then positive for inter-
mediate values.

Additionally, we should notice that figures 4–6 show that
the MC algorithm leads to the very same results as the ana-
lytic model for the 3-state case. This method offers the time-
evolution of the number of electrons in the dot, and then of all
tunnel events, based only on tunnel transfer rates, for any
device. Indeed, this MC algorithm has previously shown its
robustness for current calculation in different single-electron
devices [57, 59, 60]. The MC method may be a good tool to
understand the behavior of SN in case of more complex
devices, hard to model analytically, such as the study of the
real DTJ at finite temperature, including all basic paths
depending on the number of states available, and also of
double-dot structures, accounting for phonon scattering
mechanisms.

4. Conclusion

Thanks to the ability of SENS code to provide tunnel transfer
rates depending on the number of electrons in a QD, we have
been able to calculate both the zero-frequency and the fre-
quency-dependent SN in a given DTJ, and to separate it into
different contributions, related to the basic paths followed by
the system between two current pulses. The probabilities of
these basic paths and the WTD statistical tool offer a clear
understanding of current auto-correlation functions, and by
extension of spectral densities, in both sub and super-Pois-
sonian regimes. In particular, the remarkable behavior of a
spectral density going from super to sub-Poissonian depend-
ing on the frequency is explained as a trade-off between high
probability of a given basic path and high WTD for a given
time range. Finally, the possibility of simulating more com-
plex single-electron structures is open, thanks to the possi-
bility to use a MC algorithm, instead of an analytic formalism
of correlation functions.
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